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1. Background

In the frame of the ESA contrad 1171795NL/CN an Optimized forward / Retrieval Model (ORM)

was developed, suitable for implementation in MIPAS nea red-time Level 2 procesor. The

developed model constitutes the scientific version d the so cdled ‘Retrieval Comporents Library’

and includes p,T and VMR retrieval modues. In arder to cope with the very demanding runtime

requirements of a near red-time processor, the retrieval model was developed aiming at the

optimization d the trade-off between accuracy and runtime performance For this reason, several

approximations have been implemented in the mde.

So far, in absence of MIPAS measurements, the implemented approximations have been validated

only on the basis of simulations and, whenever passble, on the basis of available measurements

aqquired by instruments smilar to the ENVISAT version d MIPAS: the balloon instrument

MIPAS-B2 and the Space-Shuittle instrument ATMOS.

In this framework, two issues are posed when the first MIPAS measurements will be avail able:

» Some processng setup parameters can nd be optimized with the airrently available
information and therefore will require atuning based onMIPAS measurements,

> the impad of the most criticd approximations implemented in the ORM must be adequetely
characterized onthe basis of real MIPAS measurements,

Since the time interval (commissoning phase) in which it will be posgble to cary-out these

characterization and \validation activities is very short, the definition d a detailed plan is of primary

importance

In the present document we review all the procedures planned for the cmmmisgoning phase and, for

eah o them we identify: (a) inpu, (b) output, (c) resporsible person, (d) expeded required time

interval for completion. Finaly all the adivities are arranged in a global time dart.

2. Reference documents

# Document Issue Title
[RD1] TN-IROE-GS0002 Draft | Leve 2 Algorithm Characderization & Validation Strategies
[RD2] PO-TR-DAS-MP-0143 1 MIPAS RM instrument performance verification test report
[RD3] V.Jay and A.Dudhia MIPAS-B Retrievals residuals analysis (23 Jan.01)
[RD4] TN-ISM-0002 TN on MIPAS-B data analysis. flight #6 dd MWs
[RD5] M.Carlotti et a. Applied Geo-fit approac to the analysis of satellite limb-scanning
Optics paper 20 April ‘01 measurements
[RD6] M.Riddfi and B.Carli, 22 July Memorandum on determination of the VCM of engineaing
1999 tangent heightsin MIPAS
[RD7] TN-IROE-GS0003 Draft | Pre-flight modifications to the ORM_ABC code
[RD8] PO-PL-ESA-GS-1124 1 Implementation of MIPAS Post-L aunch Cali bration and
Validation Tasks
[RDY] TN-IROE-RSA9601 3 High level algorithm definition and physicd and
mathematicd optimisations
[RD10] | Tedh. Note by A.Dudhia Modified Radiative Transfer Calculation (11 April 1999
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3. Objective

Objedive of the present technicd note is the definition d a plan for the adivity related to MIPAS
Level 2 agorithm charaderization and validation duing the cmommissoning phase.

In order to properly organize this adivity (see Sed. 6), first all planned char./val. operations must
be identified (see Sed. 4) andtheir logicd sequence defined (seeSects. 5and 6). The description d
the various tests and operations reported in Sed. 4 sometime @ntains more details than the
description reported in RD1. In fact, the goa of RD1 was only to establish the ‘priority’ of the
individual tests while in the present document their time-sequence must be identified. To this
purpose dl therequired detail s of the operations are identified in Sect. 4.

The description d the operations as reported in Sed. 4 is also a baseline to establish the
requirements of the software todsthat will be used in the cd./val. adivity.

4. Planned characterization validation operations

The sequence of operations aiming at the daracterization and validation d MIPAS Leve 2
procesor can be summarized in the foll owing steps:
1. Tuning of procesor setup parameters:
» starting from a “reference” set of processor setup parameters and a set of MIPAS
measurements (inpu)
= the processng setup parameters will betuned (see Sed. 4.1)
» the output of this procedure is an optimized set of processng setup parameters and the
generation d a “reference” retrieval

2. Perform testsfor criticd-baseline verificaion

» Using the outputs of the referenceretrieval generated above (inpu)

= thetestsfor criticd-baseline verification will be caried-out (see Sed. 4.2

» Outputs are:
e Remmmendations (arising from the verification d Level 1b assumptions) to

Level 1bexperts

e Identificaion d ORM approximations that cause unacceptable errors
e Charaderization o systematic erors affeding Level 2 inpu data (e.g. MWS)
e |dentificaion d specific issues

3. Contingency activity required to understand speafic issuesidentified under step 2.
» Inpu: specific isuesidentified uncer step 2.
= Study of the specific isuuesidentified uncer step 2.
» Remmmendations for further improvements of Level 2 processor and auxili ary data

4. Preparation d areport that summarizes results and recommendations of findings. Possbly the
report will be discussed in a meeting
» Usestheresults of the bove analysis (under steps 2 and 3)
» Output: recommendations for adions concerning Level 1b, auxili ary data and ORM.

5. Corredion d unacceptable gproximationsin the ORM code andin auxili ary data
» Using the results of the dove meding (under step 4)
= theidentified corredions for ORM and auxili ary datawill be implemented
» Output: correded version d the ORM and d auxili ary data
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» Posgble re-iteration d above activity depending on type of modifications implemented
under step 5.

In the present sedion we describe the procedures required to opimize dl processor inpu
parameters (Sed. 4.1) and the tests (Sect. 4.2 required to verify criticd Level 2 baselines (see &so
RD1). Testsreported in RD1 with “C” priority are not mentioned here, as they will not be dore. For
eat parameter subjed to tuning and for each test aming at the verificaion o a aiticd Level 2
baseline we dso raise the requirements for the software tods to be developed in suppat to the
mentioned procedures. Namely, the following todl s will be used:

1. Statisticd Tod (ST, to be developed). This tod shall include severa functionaliti es of
both mathematicd and graphicd type, suppating the evaluation d retrieval results on a
statisticd basis.

2. ORM_SDC (to be developed using the ORM_ABC as a starting basis). This code will
have the capability of fitting additional (instrumental and cdibration) parameters
compared to the ORM_ABC.

3. OFM (arealy available). Is the self-standing forward model.

4. Tod for REC (Residual and Error Correlation) analysis (see[RD3)).

The individual procedures reported in Sed.s 4.1 and 4.2will be terminated when the termination
criterion reported for each procedure is fulfill ed.

4.1 Tuning of critical processing setup parameters

The processng setup parameters are the Level 2 processor input parameters that charaderize and
identify options and criteria used by the procesor during the cdculations.
The processng setup parameters will be optimized by performing a set of test retrievals and / or
simulations for one seleded "reference” orbit. This "reference” orbit will be seleded with the help
of the software todls available to ESA, alowing to insped the Product Confidence Data (PCD)
derived by the Level 1b procesoor. After the tuning (optimization) phase, the processng setup
parameters will be ansolidated by systematically processng a significant number of orbits within
the M_RP_1 sample [a statisticdly significant set of orbits (= 43) of nominal measurements]. The
MIPAS Level 2 pre-processor (ML2PP could be used to suppat this exercise (TBC). Presently we
do nd make of the ansolidation task a firm requirement for our post-launch activities becaise of
the large uncertainty existing on the computing workload that we will have to face during the
commisgoning phase. For this reason the "consolidation” activities are not described in the present
document.
The processng setup parameters will be optimized considering all the retrievals of the orbit (which
means al types of retrievals, i.e. p,T, H,O O3, etc. and al the scans of the orbit). The setup
parameters may be personalized for type of retrieval, therefore for ead parameter, 7 ogimum
values (one value for each type of retrieval) must be determined which best cope with the neeals of
the various types of retrievals along the whale orbit (the setup parameters are not personalized for
theindividual scans).
The general approach that will be used to tune an individual setup parameter consistsin:
1. perform aretrieval with a “reference” set of processng setup parameters. This “reference” set is
obtained from the experienceon bah MIPAS-B data analysis and simulated retrievals (see Task
7 o the CCN5 of ESA contract 1171795NL/CN). In principle this “reference” set of
parameters can be different from the set that will be used for the initial Level 2 processor
operations.
2. vary within a pre-defined range, and with a pre-defined sampli ng, the parameter to be optimized
and perform test retrievals with the modified parameter.
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3. the “optimum” value for the tuned parameter is the value (within the range explored in step 2)
that provides the best performance with minimum cost.

The proposed ogimization procedure is based on leuristic choices made on the first red

atmospheric measurements that will bemme available. For efficient results the quantitative

definitions of "performance’ and “cost” of the retrieval do nd require atoo rigorous quantifier, also

considering that educated choices must be made in arder to have amargin that acourts for the fad

that the tests are not performed onan exhaustive sample of possble amospheres.

4.1.1Atmospheric continuum

The a@mospheric continuum is assumed to be @nstant within the microwindows and to be baoth
atitude and microwindow dependent. In order to limit the number of retrieved parameters, the
atmospheric continuum s fitted oy below a user-defined dtitude z,y. Abowe this dtitude the
continuum is obtained by scaling the initial guess profile to match the highest fitted continuum
parameter. Below z,q the @mntinuum is assumed to vary linealy with frequency within user defined
frequency ranges (“umbrella” radii) that depend on baoh microwindowv and tangent altitude.
Furthermore, the amospheric continuum is forced to be zero above auser-defined altit ude z.
Umbrella radii will be set equal to an arbitrarily small value (e.g. 0.1 cm™, so that MWs are not
grouped for continuum retrieval) and will nat be tuned. This is because in its present version, the
algorithm selecting the optimized MWs for MIPAS retrievals (see RD9) uses the fitted continuum
to compensate for systematic arors having a continuum-like impad on the spedra. Therefore the
fitted "continuum” has lost its origina physicd meaning and its fedra behavior may easily
contain sharp feaures that canna be represented with linear interpolation.

Apart umbrella radii, the other continuum-related settings will be tuned with the foll owing strategy:
for each parameter independently, we start from a retrieval with very weak constrains (example:
continuum set to zero above 60 km, fitted below 36 km) and we gradually increase their strength so
that the retrieval stability (see definition in appendix A) improves. At the same time we exped that
as the @nstrains are increased, the di-square will also increase. The strength of the cnstrains
shoud na be further increased when they prevent the retrieval from reading the di-square value
that is reated when weak constraints are gplied.

Required Tods:
» Statisticd tod

Tod requirementsarising from this procedure:
» The statisticd tod shoud be ale to evaluate the quantifier of retrieval stability as defined in

appendix A.

4.1.2Marquardt damping factor

The Marquardt method invalves the introduction d a damping fador that reduces the anplitude of
the parameter correction vedor. This methodisintended to induce smocther convergence espeaally
in case of non-linea problems. The damping fador is initialized to a user-defined value and duing
the retrieval iterations it is increased or decreased depending on whether the di-square function
increases or decreases. The initial value of this damping fador and the factors used to incresse and
deaease it during the iterations are subject to tuning. Furthermore, the use of Marquardt algorithm
requires that aso the maximum allowed number of micro-iterations must be establi shed by the user.
The strategy for the dhoice of the parameters that control the behavior of the damping factor is
based onthe minimization d the number of iterations needed to reach the convergence and onthe
maximization d the retrieval stability (see gpendix A). Furthermore we must consider that the
forward model internal to the ORM calculates also the Jambian at ead run, therefore amicro-
iteration costs as much as a maao-iteration in terms of computing time. For this reason the
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Marquardt-related parameters $oudd be optimized trying to avoid the occurrence of micro-
iterations.

The trade-off between the Marquardt-related parameters and the parameters driving the
regularization is of course very strong. The gproad is therefore first to optimize the Marquart-
related parameters withou any regularization and subsequently optimize the strength of the
regularization (Sed. 4.1.3.

Required Todls:
> Statisticd tool

Tod requirements arising from this procedure:

» The datisticd tod shall be &le to dsplay, for each retrieval, the di-square, the value of
Marquardt damping fador and the micro- and maao- iteration indices. The statisticd tod shall
be aleto buld the plot reported in Fig.A2 of appendix A.

4.1.3Regularization parameters

In some caes the retrieved profil es are oscill ating more than what can be reasonably expeded from
the physical point of view. This oscill aion is intrinsic with the retrieval problem, because the
solutionis represented in a base of functions diff erent from the base of observations. The techniques
intended to reduce these instabilities are cdled ‘regularization’ tedniques. TikhonowPhilli ps
regularizationis adopted in MIPAS retrievals.

The user-defined parameters controlling profile regularization are subjed to tuning. In particular,
these parameters are the elements of the regularization operator for the individual groups of
retrieved parameters and a parameter which establi shes the global strength of the gplied constraint.
The optimum strength of the regularization is given by the regularization that produces the
smoathest retrieved profiles withou significant impact on the final value of the di-square. The
optimum regularization strength is identified using a plot similar to Fig. A2 (see gpendix A) with
the merit figure M is defined as:

&_M

M =rm 2 Q)
Oj

where x; are the dements of the retrieved profile, o their error and rms represents the root mean

square of the quantity reported in bradkets for i = 2, ..., npants — 1, with npants = number of
retrieved pants. The smaller is the quantity M, the more regular is the retrieved profile, therefore
the strength of the regularization constraint is tuned by finding a compromise between acairacy
(attained chi-sgquare) and smoothness(M) of the retrieved profile.

If comparable performances are atained with dfferent sets of regularization parameters, preference
will be given to the dhoice of using no (or weaker) regularization for the target parameters (p,T and
VMR) and to choase an otimum regularization strength for continuum parameters.

Required Tods:
» Statisticd tod

Tod requirementsarising from this procedure:
» The satisticd tod shal be &le to dsplay, for each retrieval, the di-square, the value of
Marquardt damping fador and the micro- and maao- iteration indices. Furthermore it shal be
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possble to creae aplot of the eigenvalues of the inverse VCM of the retrieved parameters. The
statisticd tod shall also be cgpable of building the plot of Fig. A2 reported in appendix A, with
M defined in Eq. (1).

4.1.4Threshold for the eigenvaluesin theinversion of the VCM of the retrieved parameters

A procedure for the optimization o this threshold is gill being worked-out and may involve some
change in the definition d the retrieved continuum parameters (TBD). In case aprocedure for the
optimization d this parameter is gill pending during the cmmissoning phase, the presently used
conservative value (102 will be maintained.

Required Tods:
» Statisticd tod

Tod requirementsarising from this procedure:
» The datisticd tod shal be ale to pot the eigenvalues relating to the various retrieval
parameters.

4.1.5ConvergenceCriteria

The adopted convergence aiteria ae based onthree ondtions:

1. Linearity of the inversion poblem. The maximum relative difference (in two subsequent
iterations) between linea andreal chi-square must be lessthan a pre-defined threshold T1.

2. Attained accuracy. The maximum relative variation (in two subsequent iterations) of the fitted
parameters must be lessthan a pre-defined threshold T2.

3. Computing time. Due to general computing time wnstraints in MIPAS Level 2 processor, there
isamax. nunber of iterations beyond which the retrieval must be stopped. However, the present
runtime requirements of the Level 2 procesor are not very stringent and therefore the max.
number of allowed iterations can be set on the basis of the ORM team experience based onboth
simulated and MIPAS-B2 retrievals. From the experience we leaned that if a retrieval is not
converging after 10 iterations then also after 30 iterations it will not converge because of some
contingent problem. Therefore we will set the max. number of both micro- and macro- iterations
equal to 10for al retrieval types.

The retrieval is gopped if one of the &ove 3 condtions is fulfill ed, the cnvergence is readed if

one of the first two condtions is fulfilled. The task is therefore to tune the thresholds T1 and T2

related to condtions 1. and 2.

Procedure:

The threshdld T1 is nat subjed to tuning because from the physicd point of view it is diredly

conreded with the acuracy of the retrieved parameters. Therefore T1 must be afradion (e.g.

1/10™) of the expeded total error affecting the target parameter to which it refers.

The threshald T2 will be tuned using this approach: T1 and T2 will be initialy set to an arbitrarily

small value (e.g. = 0), all theretrievals relating to the seleded orbit will be caried-out and, for each

retrieval the following plot will be built:
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Fig.1: chi-square and relative difference between value of the chi-square & the arrent iteration and |
asymptotic value of the dhi-square.

Then, T2 will be chosen in such away that at convergence:

2

2
> in 99% of theretrievals Z_—(Z(OO) <0.10,

~

> in 95% of the retrievals 24 )

> in 85% of theretrievals Z_—Z(OO) <0.01

these @ndtions will be dedked by making use of 3 pots. Each plot refers to ore of the 3
condtions gedfied above and reports the number of the retrievals for which the cndtion is
fulfilled, as afunction d the value of T2.

In order to gain confidence on the seleded value of T2, the éove analysis shoud be arried-out for
a statisticdly significant number of orbits. However we wnsider the &ove @ndtions more
"guidelines' rather than "stringent requirements’, and we do nd consider a "stringent regquirement”
the task of processng large sets of orbits. This is because of the large uncertainty existing on the
computing workload that we will have to face during the mmmissoning phase (see dso comment
in Sed. 4.7).

Required Todls:
> Statisticd tool

Tod requirementsarising from this procedure:
» The statisticd tod shall be aleto buld the plot of Fig.1 for each retrieval.

4.1.6Retrieval grid

The vertical resolution and the accuracy with which the retrieved profiles are determined are
strongly dependent on the dtitude grid where the retrieved pants are represented (retrieval grid).
The ORM chaice is to retrieve verticd profiles at an dtitude grid defined by the tangent atitude
levels, since this provides the most stable results. It is however paossble to limit (via inpu
parameters) the retrieval to a subset of the tangent altitudes. This option al ows therefore to chocse
for each tangent altitude whether the profile is fitted or obtained using interpolation/extrapaation
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from adjacent values. Large retrieval errors are caised by lad of information onthe target profile a
the retrieval dtitude. In this case, retrieving the investigated parameter for each measured altitude
could be harmful to the overal retrieval because the large aror associated with a single retrieved
parameter could propagate to the other altitudes as well. Therefore, for some gases it may be
desirable to retrieve the VMR profile only at those tangent altitudes carrying sufficient information
onthe profil e itself.

Sensitivity tests have shown that al target gas profiles but HNO3, N,O and NO, can be retrieved at
all tangent altitudes of the measured scan. The retrieval grid must be optimized for HNOs, N,O and
NO,. This optimization invalves two steps: the definition d the dtitude range (aready made in the
OM seleded by Oxford) and the definition d the verticd resolution (assumed to be egual to the
measurement resolution by Oxford). No further tuning is possble and orly some validation tests
with different retrieval grids will be made.

Required Todls:
» ORM_SDC

Tod requirementsarising from this procedure:
» Nonre.

4.1.7 “Linear-in-tau” method

In the radiative transfer of the ORM the Planck functionis cdculated in for a constant (frequency
independent) temperature equal to the Curtis-Godson temperature of the target gas of the retrieval.
This approximation may turn ou to be too rough for tangent layers in an opaque amosphere. In
some @des this problem is lved by asauming that the Planck function varies linealy with ogticd
depth in the layer. This approad is usually referred to as the ‘linear-in-tau’ method and takes into
acourt the fad that only a spectral element associated with small opticd depth radiates with
temperature determined in the Curtis-Godson approximation, while aspedral element with large
opticd depth radiates with atemperature characteristic of the layer bourdary.

The ‘linea-in-tau’ method has been tested at Oxford University, the results are reported in [RD10].

Due to the mentioned approximation, the parameters that control the automatic layering of the
atmosphere (temperature and half-width variation thresholds) must be re-tuned using the ‘red’
atmosphere s retrieved from MIPAS measurements. If the real atmosphere turns-out to be more
opaque than that used for pre-flight tuning of the layering, the tuning operation may leal to the
seledion d a layering finer than the optimized ore determined (before the flight) with model
atmospheres.

Required Tods:
» OFM

Tod requirementsarising from this procedure:
> Nore.

4.1.8Tropopause altitude

An inpu parameter that charaderizes the tangent atitude grid at which the simulations are made
(for FOV convdution) is the dtitude level of the tropopause. Above and below this dtitude the
maximum separation between contiguous tangent altitudes of two simulated spectra is determined
by a different user-defined parameter: the separation kelow the tropopause level being smaller than
abowve in order to properly accourt for temperature and water vapor gradients.
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The tropopause dtitude depends on latitude and is determined on the basis of two user-defined
parameters (tropopause height at poles and height increment) subjed to tuning.

Procedure: initially the two parameters will be arbitrarily set to get a nservatively “high’
tropopause. All the scans relating to the selected orbit will be then processed and the global maps
relating to the retrieved temperature an water vapor profiles will be visualized. The visual
inspedion d these maps will alow to identify experimentally the behavior of tropopause dtitude
along the wnsidered arbit. The two user-defined settings will be then set to best reproduce the
tropopause height behavior along the orbit.

The cmment reported in Sed. 4.1 regarding the computing workload duing the commissoning
phase gplies also to the work to be done for the consoli dation of these two parameters.

Required Todls:
> Statisticd tool

Tod requirementsarising from this procedure:
> The dtatisticd tod shoud be @le to visuaize mlor maps of al profiles retrieved along the |
orbit.

4.1.9Fied of view

The dfea of finite FOV is taken into acount in the ORM by convalving the tangent altitude
dependent spectrum with the FOV pattern. The FOV is represented by a spread in the dtitude
domain andis assumed to be mnstant as afunction d elevation scan angle. In the ORM versions up
to ABC_1.2.1the FOV was also assumed to be band-independent, howvever this approximation hes
been removed since ORM version ABC_1.2.2[RD7]. The shape of the FOV is represented by a |
piecavise linear altitude distribution tabulated in the processor inpu files. The tabulated shape of
the FOV used by the proces9r is an instrument parameter and is not subjed to tuning, in fad, even
if the aloped FOV shape has drong impad onthe residuals at low altitudes (below 20 km), several
concurring effeds contribute to the residuals at low dtitudes and it isimpaossble to dscriminate the
impaa of a wrong FOV asaumption among the other effects. For this reason the anaysis of the
residuals a low dtitudes is e ornly as a “verificaion” procedure aad nd as an aternative or
complementary methodto optimize the FOV-related processng setup parameters.

Therefore, the used inpu FOV shape will be the one that best fits MIPAS FOV measured
experimentally either before (see eg. RD2) or after launch. In fad, during in-flight operations the
FOV resporse will be measured, however the measurement procedure (detalls are still to be
defined) is expeded to provide only rough estimates of the FOV pattern for the different spectral
bands.

Another aspect linked to the FOV convdution operated in the ORM is the tuning of two user-
defined parameters which establish the maximum separation (in tangent altitude) between the
spedra simulated for the FOV convdution. These two parameters refer to the maximum separation
of the simulated spedra below and abowe the tropgpause dtitude respeaively. The finer is the
tangent altitude grid of the simulated spedra, the more acurate is the FOV convdution and the
longer is the required computing time. The two mentioned parameters have dready been tuned
using spedra simulated in worst-case amospheric gradient condtions. However if the atmosphere
adually observed by MIPAS will show verticd gradients larger than those used in the tests made
before launch, are-tuning will berequired (verticd gradients are dhedked in Sect. 4.2.7).

If are-tuning is necessary, the procedure wmnsistsin refining the grid o the simulated spedra urtil a
further refinement does not change (within NESR/10, TBC) the radiances simulated in
correspordence of the largest (T and H,O) gradients.
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Required Tods:
» OFM

Tod requirementsarising from this procedure:
> Nore.

4.1.10Measurement altitude range

The newly defined standard measurement scenario (6, 9, ..., 42, 47, 520, 68 kn) extends to very

low dtitudes, in fad, considering the FOV width (~ 6 km for band “A” according to the

measurements reported in RD2) air masses will be sampled down to 3 km. This implies that we will

probably have to cope with effeds that become important at low altitudes, namely:

1. posgblelad of information below a certain dtitude (e.g.: due to alow concentration o atarget

spedes or to very opagque amosphere),

2. large horizontal gradients (e.g. temperature and water vapor)

3. the presence of extra asorption and / or scattering due to clouds that are not modeled in the
ORM.

These problems will be quantified by first performing a retrieval that uses only measurements with

tangent altitudes at 12 km and above. Then gradually measurements with lower tangent altitudes

will beincluded in the analysis and the @nsistency of the retrieved profil es with the ones retrieved

using only observations above 12 km will be decked. In case no significant upward error

propagation is identified in presence of the @ove mentioned effeds, the operational Level 2

procesor could still processall the spedra of the standard scan, even if in this case the acairacy at

low dtitudes would be very poa. If upward error propagation in the retrieval is found to be

significant, a recommendation will be isuued suggesting not to process in rea-time the

measurements with tangent altit ude below a given threshold.

The &owve procedure may be skipped if the pre-selection d the measurement dtitude range

operated by the MW/OM generationtoadsisfoundto be satisfadory.

Required Tods:
» ORM_SDC

Tod requirementsarising from this procedure:
» The ORM_SDC shall be caable of ignoring observations (recorded in the inpu files) with
tangent altit ude below a user-defined threshold.

4.1.11Line Of Sight (LOS) Variance Covariance Matrix

The engineering LOS data are updated at each scan and therefore constitute an independent source
of information which can be routinely used in p, T retrievas. In hydrostatic equili brium atmosphere
it is posgble to derive from p, T retrieved quantities an estimate of the diff erences between the
tangent atitudes of two contiguous svees. Besides, if one of the tangent atitudes provided by
engineaing measurements is assumed as perfedly known, an estimate of all tangent atitudes can
be obtained. The differences between tangent altitudes obtained from p, T retrieval and the
correspondng engineeaing estimates constitute the ‘tangent heights corrections' vedor. This is the
correction to be gplied to the assumed value of the tangent altitudes in arder to oltain their corred
value. The estimation d the tangent altitudes consists in weighting the retrieved tangent altitudes,
with their VCM, with the engineering values, which are daracterized by an a-priori VCM. The
VCM as2ciated to the engineering tangent altitudes is obtained from a simple dgorithm [RD6] that
simulates MIPAS poainting performance specifications. The compliance of this algorithm with the
adua MIPAS pointing performance must be assessed by characterizing the differences between the
engineaing estimate of tangent altitudes and the tangent altitudes retrieved by the ORM (without
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making use of engineering LOS data). These differences will be charaderized using the following
approacd. For the k-th tangent altitude we asume:

(260 (K) = Zeng () F = 02, (K) + @, - 025 (K) %)

where z are the tangent altitudes, o are the variances and the subscripts ‘ret’ and ‘eng refer to the
retrieved and the engineging quantities respedively. «, is a wefficient that depends on the

considered tangent atitude k and whose expedation value is 1 if the systematic arors affeding the
retrieved tangent altitudes are negligible and the @rors on the engineering pointings o2 (k) have

eng
been correctly estimated.
For each tangent altitude k, the aefficient «, will be cdculated (from Eq. 2) for al the scans of the

seleded orbit andits average value &, will be cdculated.
For each tangent altit ude k the quantity agng(k)-ak will provide anew estimate for the engineering

error at the k-th tangent altitude. If «, is sgnificantly different from 1 the plausibility of the new

error estimate must be verified with the engineers experts in MIPAS painting system. If the
verificaion fail s, the understanding of the inconsistency between retrieved and engineering tangent
atitudes will be atributed either to the presence of systematic errors negleded in Eq. (2) or to the
baseline tested in Sed. 4.2.3

Required Todls:
> Statisticd tool

Tod requirementsarising from this procedure:
» The statisticd toad shall be cagoable of plotting the distribution d «, for al the tangent altitudes

k of the (standard) scan and to display the values of «, .

4.2 Tests for critical level 2 baseline verification

In this sction we report the description d the individual tests that will be dore during the
commisgoning phase aming at the verificaion d criticd baselines, choices and approximations
implemented in the Level 2 processor. Tests which were asgned “C” priority in RD1 are not
reported here a they will not be dore.

Severa tests mentioned in this dion invave the visua inspedion d the residuals in the
microwindows used for the retrieval. However in case aproblem shows up in the analysis of a
particular residual, a re-iteration o the analysis using an extended microwindonv might be
recommended. For this reason, as explained in Sed. 8, a flexible strategy must be adopted for data
exchange between ESA and the ESL team. Furthermore the ESL team requires the test procedures
identified in the present document to be arried-out using crosssedion LUTs and irregular grids
(IGs) optimized for accuracy of both "kept™ and "skipped" spectral pointsin the seleded MWSs. This
is because during the testing stage very important insights usually arise from the inspedion d the
wholeresiduas in the MWSs, and therefore dso the accuracy of "skipped” pointsisimportant at this
stage.

A particular test named “Residuals and Error Correlation (REC) analysis” will be used to test
severa basdlines. This analysis is described in [RD3] and will be used to test al those
approximations which are expeded to have significant impad on the retrieval acairacy (al items
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for which error spedra have been calculated will be dhecked in this analysis). The analysis requires
the eror spedra a auxili ary inpu data.

4.2.1L ocal thermodynamic equilibrium (LTE)

ORM asaumes the @amosphere in local thermodynamic equili brium (LTE). This means that the
temperature of the Boltzmann dstribution is equal to the kinetic temperature and the source
functionis the Planck function at the local kinetic temperature. This LTE model is usually valid at
low dltitudes where kinetic oolli sions are frequent.

Non-LTE effects cause aradiance higher or lower than that modeled in LTE. Non-LTE effeds can
sometimes be discriminated by the fact that they tend to decrease during the night.

Tests

The following different procedures have been identified for testing this baseline:

1. statistics of day-night variability of residuals for identifying possble Non-LTE fedures,

2. anaysis of the nonstandard measurement scenario named: “Upper Atmosphere” scenario, in
which the scans are extended to high atitudes,

3. REC anaysisof theresiduals

In test 1. the residuals correspondng to a seleded retrieval from ‘day’ observations will be

compared with the residuals of a seleded retrieva from ‘night’ measurements. The residuals will be

compared in correspondence of the microwindows and altit udes which have the highest NLTE error

guantifiers (reported in the MW databases). This test is considered successul if no unmodeled o

badly-modeled feaures emerge from the anaysis of the residuals. Test 1 and test 3. are of “A”

priority and test 2. is of “B” priority, therefore test 2. will be done only if test 1. and/ or test 3. is/

are not succesful. Test 2. consists in anadyzing the residuas of day-time retrievas in

correspordence of the microwindows which caused test 1. failure. In particular these, residuals will

be analyzed for very high atitudes (Upper Atmosphere scenario) where NLTE is more likely to

occur (vibrational temperature much greder than kinetic temperature). The output of tests 1. and 2.

consists in alist of microwindows that are foundto be dfeded by NLTE more significantly than

expeded onthe basis of the NLTE quantifiers. Of course thislist is “empty” if test 1. is successul.

Thislist of spedral regions will be taken into accourt by the Oxford team while updating MW and

OM data.

Required Tods
» Statisticd tod
» Tod for REC analysis of theresiduals

Required Auxiliary Data
No auxili ary data required.

Required Measurement Scenario
“Upper Atmosphere” speda measurement scenario, for 2.

Tod requirementsarising from this procedure:

» The statistica tod shall be cgable of plotting the residuals for the individual MWs / altitudes
and cdculating their statisticd moments (TBD which ores). Visualization d the partia chi-
squares and statisticd moments for “all” and orly “kept” paints, relating to the individual MWs
/ dtitudes. Capabili ty of working on residuals averaged over a user-defined set of limb-scanning
sequences.
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4.2.2Horizontal homogeneity

Limb soundng attains good sensitivity due to the long path length of the observation, bu this
necessarily implies measurements of the average amosphere over long horizontal distances. The
horizontal length scde, for atypica limb soundng experiment, is of the order of several hundeds
of kilometers and the assumption that the amosphere is horizontally homogeneous over this
distance may fail in some caes. The retrieval accuracy is particularly sensitive to haizontal
temperature gradients (see[RD5)).

The problem causes large chi-squares and systematic erors in correspondence of large latitudinal
gradients (paes and equator). The anplitude of the horizontal gradients can be cdculated from the
diff erence between profil es retrieved from subsequent scans.

Tests

The following procedures have been identified to verify this assumption:

1. Asssanent of the correlations between chi-square of the fit at a given tangent atitude and
latitudinal variation d temperature, H,O and O3 at the same dtitude, in atime sequence of limb
measurements,

2. Comparison d the profiles for different scans with ‘externa’ information (correlative
measurements, chemicd models, etc.) in areas where large gradients occur,

3. REC anaysisof theresiduas (includes only the dfed of T gradients)
The output of procedure 1. is a set of scater plots correlating horizontal gradient and total chi-
square & a given dtitude. Each pot will contain as many points as many are the limb-scanning
sequences of the mnsidered arbit. The rrelation between the cnsidered quantities will be
guantified by the linea correlation coefficient. The wrrelation will be considered significant if the
linea correlation coefficient is different from zero consistently with its 1-c error. The most
important eff ects of the tested assumption are expeded to arise from H,O, Oz;and T gradients at low
altitudes, therefore plots will be built correlating the horizontal gradient of these quantities at a
seleded (low) dtitude with the average di-square & the same dtitude. In case the mentioned plots
do nd highlight a correlation ketween chi-square and gradient, it means that most likely the
horizontal homogeneity assumption is compensated by a systematic deviation d the retrieved VMR
from itstrue value. In this case test 2. will provide useful insights regarding the correlation between
horizontal gradients and systematic VMR error. The output of tests 1. and 2.is an asessnent of the
impaa of horizontal homogeneity assumption onMIPAS retrievals, nore-iteration d these tests are
foreseen. Test 2. can bedore only if external VMR (H,0, O3) and T informationis avail able.

The @nfidence level of the @ove tests could be increased by extending the analysis to a set of

several orbits, howvever this operation is e as a onsolidation pocess to which applies the

comment reported in Sect. 4.1 (regarding computing workload during the commissoning phase).

Required Tods
» Statisticd tod
» Tod for REC analysis of theresiduals

Required Auxiliary Data
ECMWEF (T, H,O and O5) ‘externa’ profil es, for test 2. (TBC).

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:

» The statisticd tod shal be caable of bullding scatter plots that, at a user-defined altitude,
correlate the average dhi-square & the seleded altitude and the horizontal gradients of T, ozone
and water vapor. Both the linear correlation coefficient and its datisticd error shall be displayed
in these plots.




Prog. Doc. N.: TN-IROE-GS0101

@ | ROE Level 2Alg\c;glt.gmt.0ha;|acterzation & Issue: 1 Revision: A
dation Fian Date10/0901  Pagen. 17/39

» The statisticd tod shall also be caable of plotting initial guess retrieved and external profiles
(TBC) for the various <ans aong the orbit.

4.2.3Hydrostatic equili brium

Hydrostatic equilibrium provides a relationship between temperature, pressure and geometrical
dtitude and is generdly fulfilled in namal atmospheric condtions (espedally in the stratosphere).
It has to be noted that, with limb scanning, the profile of acquired tangent points is a slant profil e.
This is due bath to the variation d the tangent point position with the devation angle and because
of the satellit e motion (most important fador).

The ssumption d hydrostatic eguili brium failsin the case of averticd profile in presence of strong
turbulence and in the cae of slant profil es through a non-homogeneous atmosphere.

The problem can generate occasiondly large dhi-square valuesin p,T retrievals due to the fad that
pand T variables are over-constrained.

Test

The test procedure ansistsin the assesgnent of the correlations between the horizontal temperature
gradients and the tangent altitude crredions (i.e. the difference between engineering and retrieved
estimates of the tangent altitude separation) obtained from p,T retrieval. For a TBD (user-defined,
low) altitude ascater plot will be built correlating the horizontal temperature gradient with the
tangent altitude crredion at the same dtitude. A plot will contain as many paints as many scans
are measured along the mnsidered orbit. The correlation ketween the considered quantities will be
guantified by a linear correlation coefficient. The wrrelation will be considered significant if the
linea correlation coefficient is different from zero consistently with its 1-c error. In principle, as
many plots as many are the sweeps in the standard scan can be built; in pradice ony the plots
correspondng to the lowest atitudes will provide significant information.

This test is succesdul if the tangent altitude @rrections obtained in corresponcdence of the largest
temperature gradients are consistent with the engineaing pointing errors and noevident correlation
between haizontal gradients and tangent atitude corrections arise from the analysis of the
mentioned plots.

The am of thistest isto quantify systematic errorsin pT retrievals due to assuumption d hydrostatic
equili brium. The method will be based oncomparisons of retrieved tangent height corredions with
engineaing pointing information. However no alternative methods will be developed to overcome
hydrostatic equili brium assumption. No re-iterations are foreseen for this test.

Required Tods
Statisticd toadl.

Required Auxiliary Data
No particular auxili ary datarequired.

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:

» The statisticd tod shall be caable to buld, for a user-defined altitude (sweep index) a scater
plot that correlates the horizontal temperature gradient (at the arrent altitude) with the tangent
atitude correction. This plot shall contain as many points as many are the scans analyzed in the
considered arbit. The statistica tod shall also be &le to cdculate bath the linear correlation
coefficient of the plotted data and its datisticd error. It shall be possble to buld such a plot for
all the tangent altitudes of the standard scan.
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4.24 Errorsinthe VMR profiles of interfering spedes

The ORM fits first pressure and temperature, then the VMRS of the target spedes in sequence. This
means that in ead retrieval the VMR of the interfering species, i.e. the spedes whose VMR is nat
fitted in the aurrent retrieval, are asumed as known. Interference from lines of the nontarget gases,
as well as from lines of target species of previous retrievals, introduce asystematic error due to the
imperfed knowledge of their VMR profil es.

The problem generates g/stematic arors in the simulations in correspondence of the spedral
regionsin which the mntribution o the interfering spedesto the total emissonis sgnificant.

Tests

The following different procedures are planned to identify the problem:

1. The interference of water vapor lines in p,T microwindows will be analyzed in this test. After
the completion d p,T retrieval and H,O retrieval, p,T retrieval will be performed again with the
new H,O profile. Thisloop onp,T + H,0 retrievals will be stopped when the arrent retrieved
profiles are @nsistent (within their error) with the profiles at the previous iteration. This
procedure will be goplied to the analysis of al the scans of the selected arbit. The output of this
test is arecmmmendation onwhether the tested iterative procedure shoud be introduced aso in
the operational processng a nat.

2. REC anaysisof theresiduals.

Required Tods
» ORM_SDC
» Tod for REC analysis of theresiduals

Required Auxiliary Data
The eror spedraare required to perform test 2. (seebeginning of Sect. 4.1).

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:
» The ORM_SDC shdl be &le to loop owr p,T and H20 until the mentioned convergence
criterionis met.

4.25 Err orsin the spedroscopic parameters

Asin the cae of the VMR profiles of interfering spedes, the spedroscopic parameters are assumed
to be known, therefore their errors cause systematic retrieval errors. The spedroscopic parameters
asciated with the most relevant spedroscopic parameters are the line strength, the line position
and the presaure broadening coefficients. The line position error can also depend on pessure shift.
Since presaire shift isonly significant at very low altitudes that were not considered as the primary
objedive of MIPAS, presaure shift is presently neglected in the line-by-line caculations operated
with the ORM. On the other hand, LUTs include presaure shift information orly for lineswhereit is
included in HITRAN96, i.e. only for some H,O and CH,4 lines. Therefore this effed could show-up
at very low atitudes even when using LUTS.

Errors in the spectroscopic parameters can show-up with characteristic shapes of residuals. For
wrong li ne strength, the shape of residuals looks like aline shape, bu this effed on the residual can
be masked by compensations of the VMR. For wrong line position, the residuals have afirst
derivative shape and, for wrong line broadening the residuals have asecond cerivative shape.

Of course these are only the dired effects on individual residuals, in a retrieval these effects are
masked by the aoncurring eff ects of other parameter errors.
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Test

The foll owing different procedures are planned:

1. statisticd analysis of residuals must be performed to discover in the residuals possble patterns
typicd of spedroscopic arors. This type of anaysis will be performed on residuals averaged
over a TBD set of scans of the seleded orbit. The patterns typica of spectroscopic erorswill be
identified using the foll owing approach:

» amicrowindow will be selected at a given altitude

» threescatter plotswill be built correlating:
a) residual with spedrum
b) residual with first derivative of the spectrum with respect to frequency
¢) residual with second cerivative of the spedrum with resped to frequency

» Ead pot will contain as many points as many are the sampled pdnts of the seleded
microwindow. The rrelation between the mnsidered quantities will be quantified by a
linea correlation coefficient. The correlation will be considered significant if the linea
correlation coefficient is different from zero consistently with its 1-c error. If a significant
correlation exists, the onsidered microwindov must be ecluded from list of the
operational microwindows.

» The @owve procedure will be repeated for al the used MWs.

Note that, compared to the REC analysis of the residuas, this test permits to dscriminate the

various types of spectroscopic errors.

2. REC andysisof theresiduals

In case of evidence of specific erorsin the spedroscopic database, the spedroscopic data shoud be

corrected if more accurate data ae avail able (seeWP 9421 d the CCN5).

Required Toads
» Statisticd tod for the visualization d the residuals and crosscorrelation dots for test 1.
» Tod for REC anaysis of the residuals

Required Auxiliary Data
No particular auxili ary datarequired.

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:

» For a user-defined MW / dltitude, the statisticd todl shall be ale to buld the plots relating to
the dowvetest 1. andto calculate bath the linear correlation coefficient of the plotted data and its
statisticd error.

4.26 Line-mixing

Line mixing corresponds to the deviation d measured line shape from the Voigt function. This
eff ect occurs when colli sions between radiating molecules and the broadening gas moleaules of the
same spedes cause the transfer of popuation ketween the rotational -vibrational states. This effed is
negleded bah in the spedroscopic model of the ORM andin the LUT cdculation. Spedral regions
aff ected by line mixing are avoided with an appropriate dhoice of microwindows.

The most evident effed of line mixing is atransfer of intensity from line wings to the line center.

Tests
The foll owing tests are planned:
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1. Criticd evaluation d (averages of) residuals correspondng to MWs locaed in proximity of the
CO, Q-branches, in which there is a reduction d the aoss ction. This test is considered
succesdul if residuals correspondng to MWs locaed in the Q-branches are within the NESR. If
this test is not successul, the output is alist of spedral regions in which the line-mixing effect
has nat been correctly modeled whil e calculating the aror spectra used for MW seledion.

2. REC andysisof theresiduals

Required Tods
» Statisticd toal
» Tod for REC anaysis of the residuals

Required Auxiliary Data
No auxili ary data required.

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:

» The statisticd tod shall be cgable of visualizing the residuals for al microwindows and
tangent atitudes. It shall be posgble to analyze residuals averaged owver a user-defined set of
scans.

4.27 Fidd of View (FOV)

The dfed of the inpu parameters that define the FOV shape and the verticd grid at which
simulated spedra are calculated for the FOV convdution was already discussed in Sed. 4.1.9 A
task deriving from those nsiderations is to ched the verticd atmospheric gradients adually
present in the real atmosphere measured by MIPAS. If these gradients are larger than those assumed
for the worst-case simulations made before launch for tuning the FOV-related processng setup
parameters, are-tuning is needed.

Required Tods
» ORM_SDC

Required Auxiliary Data
Measured FOV patterns (for the different spedra bands) represented in the devation scan angle
domain.

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:
» The ORM_SDC shall be caable of handing atangent-altit ude- dependent FOV.

4.28 Apodized Instrument Line Shape (AILYS)

Measured spedra ae gpodzed with the Norton-Beer strong function before Level 2 processng in
order to reducethe interference of far lines. The AILS is obtained by convduting the measured ILS
with the gpodzation function. The AILS, which is an input of the forward model, is assumed to be
tangent atitude independent and does nat take into account the instrument resporsivity and phase
error corredions as the retrieval is performed from calibrated and phase-error corrected spedra
provided by Level 1b processng.

If the ILS assumed for the AILS cdculation daes not match the real ILS, the fit can reproduce the
“area” of the measured feaures but not their shape. In particular, the problem will be evident in the




Prog. Doc. N.: TN-IROE-GS0101

@ | ROE Level 2Alg\c;glt.gmt.0ha;|acterzation & Issue: 1 Revision: A
dation Han Date:10/0901  Pagen. 2139

spedra relating to high tangent atitudes where other atmospheric “line shape” effeds are less
pronourced. Therefore, the presence of errorsin the AILS modeling will be evident from the study
of residuals at high altitudes. Also a significant bias in the dtitude rrection is expeded to be
caused by errorsin the AILS (see results of testswith MIPAS-B2 datareported in [RD4]).

Tests

The foll owing tests are planned:

1. REC analysis of the residuals. This analysis will eventually highlight a wrrelation between the
residuals and the second cerivative (wrt frequency) spedra.

2. fit of an additional parameter charaderizing the instrument line shape

Test 2. will be dore only if triggered by the results of test 1. Test 2. will quantify the aror on the

asuumed ILS width and it can be cnsidered successul if the retrieved value for the parameter

characterizing the ILS is such that it leares unchanged the ILS within the retrieval error associated

to the parameter itself. If the retrieved parameter changes sgnificantly the ILS shape, a

recommendation will be issued to revise the procedure used in Level 1bto retrievethe ILS.

Required Toads
» ORM_SDC
» Tod for REC anaysis of the residuals

Required Auxiliary Data
Test 1. requiresthe use of ILS error spedra

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:
» The ORM_SDC shall include the option d fitting alLS-broadening parameter for test 2.

4.29 Frequency Calibration

Frequency calibration is performed in Level 1bin order to asggn the correct frequency scde to the
measured spectra. A possble imperfect frequency calibration in Level 1b introduces a systematic
error in the observed spedra (i.e. al measured lines are shifted with resped to the simulated ores).

Tests

The foll owing procedures are planned:

1. REC analysis of the residuals. This analysis will eventually highlight a crrelation between the
residuals and the first derivative (wrt frequency) spedra.

2. Fit of afrequency cdibration parameter for each MIPAS spedra band, i.e. a factor scding the
frequency step.

Test 2. will be dore only if test 1. highlights a significant correlation between the residuals and the

first derivative spectra. Test 2. can be mnsidered succesdul if the retrieved frequency scaling

parameters (one for each spectral band) are equal to ore within their retrieval error. If test 2. is nat

succesdul, a recommendation will be isued to revise the frequency calibration agorithm

implemented in Level 1b.

Required Tods
» ORM_SDC
» Tod for REC analysis of theresiduals

Required Auxiliary Data
Error spectra aerequired for test 1.




Prog. Doc. N.: TN-IROE-GS0101

@ | ROE Level 2Alg\c;glt.gmt.0ha;|acterzation & Issue: 1 Revision: A
dation Han Date:10/0901  Pagen. 2239

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:
» the ORM_SDC shall include an option for fitting a frequency scaling parameter different for
eat MIPAS spectral band, for test 2.

4.2.10 Intensity Calibration

The main effed of an error in the intensity cdibration consists of a scding factor applied to the
spedrum. This scding factor may depend on bath the spectral band and onthe direction d the
interferometer sweep ("forward o "reverse"). This effed is visible through dfferent residuals for
different spedral bands and is more evident when saturated lines are wnsidered. The impad of
cdibration error ontheresidualsis expeded to be very similar to the dfed of atemperature eror.

Test

The foll owing different procedures are awnsidered for problem charaderization:

1. REC analysis of the residuals. This anaysis will highlight possble correlations between the
residuals and the spectra themselves.

2. fit of anintensity scaling fador, one fador for each spectral band, different factors for "forward"
and "reverse" sweeps.

Test 2. will be dore only if test 1. highlights sgnificant correlations between the residuals and the

spedra. Test 2. can be considered succesdul if the value of the retrieved scding factors are equal to

one within the retrieval error associated to the scding fadors themselves. If test 2. is not successful,

arecommendation will be issued to revise the intensity cdibration algorithm implemented in Level

1b.

Note that an intensity cdibration error can na be eaily identified from test 2., because the intensity

cdibration is likely to be partially compensated by a diange éther in the fitted VMR or in

temperature.

Required Toads
» ORM_SDC
» Tod for REC anaysis of the residuals

Required Auxiliary Data
Error spectra aerequired for test 1.

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:

» the ORM_SDC shal include an ogion for fitting an intensity scding parameter different for
eah MIPAS spectral band. Different scding fadors $al be used for "forward" and "reverse"
sweeps.

4.2 .11 Zero-leve calibration

Causes of instrument zero level off set are internal emisson d the instrument, scattering of light into
the instrument or third order nortlinearity of the detedors. All these caises of offset are correded
during the cdibrationstep in Level 1b data processng.
In the ORM, alimb scanning angle independent offset is fitted for each microwindow in order to
compensate for the residual uncorreded instrument offset. If the instrument has a limb angle
dependent offset, the ORM correds only partialy for it.
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An dtitude dependent offset probably can nd be seen in the residuals because cross talks are
possble with intensity calibration errors and atmospheric continuum retrieval. The evidence is
hidden in the inconsistency of the retrieved quantiti es.

Test

Fit of instrumental offset as a function d bath tangent altitude and microwindow, for a subset of
microwindows used in the retrieva (only for the MWs containing sufficient information to
discriminate between dffset and atmospheric continuum). This test is considered successul if the
differences between the target profiles retrieved using a tangent atitude- independent and
dependent offset are lessthan the retrieval errors of these quantities. If this test is not successul, a
recommendation will be issued, suggesting to include in MIPAS Level 2 processor a functionality
for fitting an instrumenta offset baoth atitude- and MW- dependent (or a recommendation to
improve Level 1b agorithm that corrects for the instrumental offset, in case nat al the analyzed
MWs contain information sufficient to al ow the retrieval of atangent height-dependent offset).

Required Tods
» ORM_SDC

Required Auxiliary Data
> Nore.

Required Measurement Scenario
Standard measurement scenario.

Tod requirementsarising from this procedure:
» the ORM_SDC shall include the caability of fitting an instrumental offset dependent on bdh
MW and tangent altitude (for a set of user-selected MWSs).

4.2.12 Interpolation of the profiles

In the ORM the retrieved discrete values of the verticd profile ae determined in correspordence of
the so-cdled “retrieval grid”, equal to the grid of the measured tangent altitudes (or to a sub-set of
them). Within these discrete points, an interpolated value of the profiles is computed in the forward
model, whenever required. Sincethis retrieval grid is rather coarse (=3 km step), the dhaice of the
most appropriate interpaationruleiscriticd.

The interpolation rules adopted in the ORM are the following ones: the independent variable is
presaire, temperature and VMR profiles are linealy interpolated in log[p] (which roughly
corresponds to linear interpadlation in atitude). Temperature, pressure and adtitude ae wnstrained
by the hydrostatic equili brium.

Regarding continuum crosssedion profiles, whenever an interpolation is required, a linear
interpolationin presaureis used.

The retrieved profile @owve the highest tangent altitude is obtained scding the initial-guess profile
by the same quantity used for the highest fitted pant; the same procedure is applied below the
lowest fitted pant. The interpolation rules have, in any case, some degree of arbitrarinessand for
this baseline we do nd have arigorous procedure that can be used to validate our choice Therefore
we only propcse atest for the dharaderization d the impad of profiles extrapolation ouside the
measurement range (test 1.) and a verification procedure (test 2.) that is a minimum requirement for
the retrieved profil esto all ow intercomparisons with ather measurements.

Tests

1. Errorsdueto extrapaation d the profilesin the dtitude regions not explored by the scan:
The newly defined standard measurement scenario includes also measurements with tangent
altitudes as high as 68 km, therefore the extrapalation d the profil es above the highest tangent
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atitude shoud have avery small effed. In any case, repeding the retrieval with initial guess
profil es having diff erent shapes above (below) the highest (lowest) tangent altitude of the scan
will provide the final assesgment of the aror induced by profil es extrapadation. If avail able, the
analysis of a measurement scenario extended to very high atitudes, such as the “Upper
Atmosphere” scenario, would provide areferencefor thistest. Thistest is considered successul
if the profiles retrieved using different profil e shapes outside the scanned dltitude range differ by
a negligible anount compared to the profile total error. If this test is not successul the
posshility of either further extending the standard MIPAS scan to high dtitudes or to fit
additional profile paints above the highest tangent altitude of the scan must be mnsidered.

2. “dynamics’ specia measurement scenario (when available): analysis of a scan that uses a

elevation scanning step finer (e.g. 2 km) than that of the nominal scenario. Two independent
retrievals will be carried-out using every other limb measurement and the resulting profiles
compared.
This test is successul if the profiles obtained from the two mentioned analyses (odd and even
swees) are mnsistent (within the arors). This test is a minimum requirement for the retrieved
profiles that will suppat intercomparisons with profiles derived from other instruments than
MIPAS. If this test is not successul, the posshility of using a different interpolation scheme
(e.0. exp(z) interpdation d VMR) in the operational Level 2 procesor must be considered.

Remark: the “dynamics’ speda measurement scenario is not foreseen duing the mmmissoning

phase.

Required Tods
» ORM_SDC

Required Auxiliary Data
No auxili ary data required.

Required Measurement Scenario
“Upper Atmosphere” speda measurement scenario, for test 1 (desirable, but naot strictly required).
“Dynamic” speda measurement scenario, for test 2.

Tod requirementsarising from this procedure:
> Nore.

4.2.13 Continuum retrieval

Tests regarding the corrednessof continuum retrieval have been cancell ed. The test propased in the
draft version of the present document, with "empty" MWS spedfically seleded for continuum
retrieval seemed an urpradical complicaion after discussonat PM #15 d the ORM study (seePO-
MN-ESA-GS-1189. If the concern of the ORM tean regarding the quality of continuum retrieva
will persist, sometests will be dore using "hand-made" MWs.

4.2 .14 Initial Guess

For the analysis of agiven scan, afirst guessof the foll owing atmospheric profil es must be suppied
as inpu to the ORM: presaire, temperature, VMR profiles of target and interfering gases,
continuum profil es for the microwindows used in bah p,T and VMR retrievals.

These profil es are used in the diff erent retrievals either as a first guessof the profil es that are going
to beretrieved, a as assumed profiles of the amospheric model (profil es of interfering spedes for
all retrievalsand p, T profilesin the case of VMR retrievals).

The Level 2 processor baseline isto use for T and VMR the ‘optimal estimation’ profile, oktained
applying optimal estimation between ‘a-priori’ and ‘most recent measurement’. The initia guess
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continuun profiles are dways obtained orly from the models, because @ntinuum-related
parameters are retrieved with very large erors.

The optimal estimation method consists in weighting the retrieved profile, with its VCM, with the
‘apriori’ profile dharaderized by a"large” VCM. The optimal estimation d the profiles has to be
determined na only at the beginning of each scan analysis, bu aso after eathh VMR retrieval,
because the retrieved VMR profile is used as asauumed profile in the subsequent retrievals. The
errors to be asciated with the VCM of the apriori profiles must be determined on the basis of
redistic estimates of the error affeding available apriori profiles. These estimates are avail able
from bah ECMWEF archives and from climatologicd studies (see eg. WP5000 d CCN5 o the
present study).

The @rreaness of this error estimate will be validated using the same gproach adoped for the
characterization d the errors onthe engineering estimates of the tangent altitudes (seeSect. 4.1.1).
At agiven tangent dtitude k we asume:

(e () = %y (K)F = 02, (K) + B, - 02 (K) 3)

where x represents a profile, o° are the variances and the subscripts ‘ret’ and ‘ig’ refer to the
retrieved and the initial guess quantities respectively. g, is a wefficient that depends on the
considered tangent altitude k and whose expedation valueis 1 if the (total) errors on bah the initial
guessand retrieved profil es have been correctly estimated.

For each tangent altitude k, the aefficient g, will be cdculated (from Eq. 3) for al the retrievals of

the seleded orbit and its average value S, will be cdculated. The quantity g, will quantify the

uncertainty related to the error asociated with the a-priori estimates of the profil es.

Since only industry has the full visibility of the pre-processor function calculating the initial guess
profiles, the validation procedure described above could be dore diredly by industry (TBC) with
the suppat of the ESL team.

Required Tods:
> Statisticd tod (TBC)

Tod requirementsarising from this procedure:
TBC: The statisticd tool shall be caable of plotting the distribution o g, for al the tangent

atitudes k of the (standard) scan and to display the values of S, .
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5. Hierarchy of operations

The operations described in Sed.s 4.1 and 4.2will be arried-out during the commissoning phase
acording to the sequence of operations propased at the beginning of Sed. 4. In the present sedion
we analyze the hierarchy of these operations and we aociate to them a resporsible person who
will perform the test. Furthermore we estimate the time expeded to be necessary for the individua
operations.

5.1 Tuning of processing setup parameters: hierarchy

In principle, al processng setup parameters but the “measurement altitude range” and the “retrieval
grid” can be tuned in paralel. The strategy is therefore first to tune these two parameters which
have a significant crosstak with the other parameters and secondy to opimize the other
parameters. The onwvergence citeria will be optimized orly at the final step, al the other
processng parameters will be optimized using pre-defined conservative mnvergence aiteria.

Table 1. shows, for each parameter to be tuned, the person who will perform the tuning operations
and the number of working days expeded to be necessary for the procedure.

The whole processof tuning procesor setup parametersis expeded to last 4 weeks.

| Ref. Sed. Ref. to Tuned parameter Whowill do = Est. duration
inthisdoc. [RD8] thetuning [work. days]|
4.1.10 PS2.5, 2.6 Measurement atitude P.Raspdlli ni 5
range
| 416 PS25, 2.6 Retrieva Grid P.Raspalli ni 5 |
4.1.2 PS2.5, 2.6 A\, A%, A/, imxiterm M.Riddlfi 5
4.1.3 PS2.5, 2.6 Regularization parameters B.Dinglli 5
4.1.4 PS2.7 Eigenvauesthresholds B.Dindlli 5
4.1.1 PS2.5, 2.6 Continuun-related C.Piccolo 15
/| AX 2.6 parameters
4.1.7 PS2.5, 2.6 Linear-in-tau method M.Carlotti 5
4.1.8 PS2.5, 2.6 Tropopause dtitude P.Raspalli ni 5
4.1.9 PS2.4  FOV-related parameters  S.Cecderini 5
4.1.11 PS2.5, 2.6 VCM LOS M.Riddlfi 10
/AX 2.1
| 415 | PS25, 2.6 Convergence aiteria M_.Riddlfi 5 |

Table 1: tuning of processng setup parameters
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5.2 Tests for critical - Level 2 baseline verification: hierarchy

In principle, all the tests planned for criticd — Level 2 baseline verificaion can be carried-out in
paralel. Each test will provide information regarding the impact of a particular baseline on the
acarracy of retrieval results, hovever at this dage no re-iteration d the tests is foreseen. Re-
iterations can orly take place d a higher level as explained at the beginning of Sect. 4.

Table 2. shows, for each test planned for criticd-baseline verification, the type of inpus and
outputs, the person who will perform the tuning operations and the number of working days

expeded to be necessary for the procedure.

In total, the operations required to carry-out the tests for criticd — Level 2 baseline verificaion are

expeded to last 5 weeks.
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List of test inputs

[1- MIPAS Level 1b spedrarelating to a measured orbit

12 - MIPAS Level 1b spedra obtained from averages of measurements (TBD which measurements
must be averaged)

I3- MIPAS Level 1b spedrarelating to a measurement of an orbit of “upper atmosphere” scenario

4 - MIPAS Level 1b spedra relating to a measurement of an orbit with fine (2km) elevation
scanning steps (special measurement scenario “dynamics mode”)

I5- ECMWEF (T, H,O and O3) ‘externa’ profil es

List of test outputs

Ol1- If observed gradients are larger than thase used for tuning FOV-related settings this test fails
and are-tuning of FOV-related parametersis neeled

02 - characterization d the error affeding the ILS as determined in Level 1b processor,
recommendations to Level 1b expert teans

O3 - characterization d the frequency calibration error, passble recommendation to Level 1b
expert teans

O4 - characterization d the intensity cdibration error, possble recommendation to Level 1b
expert teans

O5- characterization d the Level 1b instrumental offset corredion, pssble recommendation to
upgrade the Level 2 processor for fitting a both tangent altitude- and MW- dependent offset

06 - characterization o LTE assumption, pssble recommendation to discad (in the MW
seledion procesy particular MWs affected by NLTE

O7 - characterization d the error affeding the retrieved tangent altit udes

08 - characterization d spedroscopic error: list of spedra regions “potentially” affeded by
spedroscopic erors

09 - characterization d the error introduced the Line Mixing model used for the generation d
crosssectionLUTSs

010 - characterization d the error due to interpolation / extrapolation d the amospheric profil es,
posshle recommendation to change the interpolation scheme implemented in the ORM
(Level 2 processor)

O11- characterization d the quality of continuum retrieval, passble recommendations for retrieval
algorithm improvements

012 - characterization d the error due to haizontal homogeneity assumption in the retrieval,
possble recommendation on hev to overcome the horizontal homogeneity assumption in the
Level 2 processor

O13- characterization d the error introduced by hydrostatic eguili brium assumption on the
retrieved profil es

014 - characterization d the error dueto contribution d interfering spedesin the seleded MWs

015 - characterization d the error affeding initial guess(and therefore dso the a-priori) profil es.

4. Time chart

In the present sedionwe report the overall time dart of the mmmissoning phase operations.
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8. Data exchange strategy

The tuning of processng setup parameters described in Sed. 4.1 and the tests for criti cd-baseline
verificaion explained in Sed. 4.2 will be arried-out on the basis of the MIPAS measurements
relating to one orbit. This orbit of data (Level 1band Level 2 data) will be selected by the ESL team
among a set of orbits supdied by ESA in Compad Disks (CDs). The Level 1band Level 2 products
will be read from the CDs and cornverted in the ORM format using alternatively:

1. AnESA-supgied tod to beinstalled onthe SUN workstation avail able & IROE

2. An IROE-developed todl

Solution 1.is to be preferred even if its feasibility (computer requirements) must be assessed.
Solution 2.May alow extra flexibility, bu requires validation d the IROE tod against the ESA
todl.

The tuning and test procedures identified in the present document will be caried-out by the ESL
tean using crosssection LUTs and irregular grids (IGs) optimized for accuracy of bath "kept" and
"skipped" spedra paints in the seleded MWs. This is becaise during the testing stage very
important insights may arise from the inspedion d the whole residuas in the MWs, and therefore
also the acarracy of "skipped" pointsisimportant in this case. The ESL team also requires Level 2
data retrieved by the industrial prototype processor using the "conservative" set of LUTs and IGs
mentioned above.
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Appendix A: Definition of a quantifier for characterization of retrieval
stability and convergence performance

In astable retrieval, the di-square decreases monaonicdly as afunction d the iteration number an
approadhes asymptoticdly its minimum value. For practicd purposes this behavior of the di-
square value can be asumed to be exporential:

T

f(i):(f(o)—ﬂoo»-exr{—‘—}wz(oo) (A1)

where:
i= iterationindex,
2°(i)= chi-square & iterationi
2*(0)=initia chi-square
2 %(o0)= asymptotic value of the dhi-square
7 = chi-sguare life-time

If aretrieval isnat “intrinsicaly” unstable, the dii-square reaches its minimum value dter a finite
number of iterations (not greaer than 10in the worst cases) therefore, bath ;(2(00) and ;(2(0) are

known. As long as gz(i);t 72 (c0) (this condtion impases a threshold onthe maximum value of i),
at eaditerationi we can calculate (i) from Eq. (A1) as;

2(i)=—i .P{MH_I (A2)

The behavior of y%(i) and o z(i) are schematically represented in Fig. A1. Theindex i courts both
Gaussand Marquardt iterations.

2 A
X (0) \ )
~—_ /X
A (oo) S Fig. Al: schematic representation o
f the behavior of »°(i) and d (i) as
T //\\//\\// afunction d the iterationindex i.
> |

The “stability” of the retrieval, being conneded with the monaonic behavior of the di-square
decay, iswell quantified by the r.m.s. of r(i) that will be indicated with o, . The smaller is o, the
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more stable is the retrieval. The mean value of 7 during the iterations (indicated with 7)) quantifies
the speed o the convergence. The smaller is 7 the faster isthe convergence.

Therefore, a good merit indicator that quantifies at the same time both the speed and the stabili ty of
the retrieval isthe quantity M defined as:

M=o -7 (A3)

M can be defined as a function d the number of iterations. The number of iterations must be
sufficiently small in order to avoid numericd problemsin the calculation d r(i) from Equ. (A2).
The smaller is M, the more fast and stable is the mnvergence

Whenever a parameter controlling the strength of a @nstraint is to be tuned, the optimization
process $al consider that the dhi-square and the merit parameter M defined in Eq.(A3) behave &
schematicdly shownin Fig. A2.

2
% (o) 4 S, s,
Acceptable
constraint region
Retrieval .
instabilities Optimum
| < chi-square region —>|
2 v
Yo bmm e e o -
M A
Best stability
‘ region >
MP
>
weak < Constraint » strong

Fig. A2: Schematic representation d the behavior of y*(x0) and M as afunction d the strength of
the constraint.

The optimum strength of the cnstraint must be casen in a region in which the conwergence is
sufficiently stable and the final chi-square is the minimum attainable. By convention, we establish
that thisregionis delimited by constraints of strengths S; and S, defined as foll ows:

> S;is wchthat a cnstraint with strength lessthan Sy provides either 3 *(0)>1.1- x2 or
M >1.1M,.
» Sy is such that a constraint with strength greater than S, provides Zz(oo) >1.1. ;(3

Where y: and M, are defined in Fig. A2.

Whenever the strength of a nstraint isto be optimized considering all the scans of a seleded orbit,
the plot of Fig. A2 must be nstructed for ead scan. S; and S, will fluctuate in the plots depending
onthe mnsidered scan, hovever the regions anned by S; and S, shoud aways be separated by a
region in which the strength lies of an ogimum constraint suitable for all the scans of the
considered arbit.
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Appendix B: Summary table of the processing setup parameters to be

tuned
Sed. | Par.name Description Units| Ref. val.| Min. va. [Max. vd.
Continuum constraints
4.1.1 |RzcO Altitude @&owve which cont.=0 km |80 29 120
4.1.1 |Ruc Alt. above which cont. na fitted km |36 26 68
4.1.1 |Rconint Umbrellaradius (alt., MW) cm?® |10 3 30
4.1.1 |Rperc Tight contiguity MWs - 0.1 0.01 1
Levenberg —Marquardt parameters
4.1.2 |Rlambdain |Initial Marquardt damping fador - 0.01 0.001 1
4.1.2 |Rlambdamult | Fador multiplying rlambda - 10 1 100
4.1.2 | Rlambdadiv_| Fador dividing rlambda - 10 1 100
Regularization paameters
41.3 |RI1 Global strength of regularization - 5 0.1 100
4.1.3 |RdO_p Diag. of P regul. Operator - 2
4.1.3 |RdO t Diag. of T regul. Operator - 2
4.1.3 |RdO_v Diag. of VMR regul. Operator - 2
4.1.3 |RdO ¢ Diag. of cont. regul. Operator - 2
4.1.3 |RdO_o Diag. of off set regul. Operator - 2
4.1.3 |Rd1 _p Off-diag. of P regul. Operator - -1
4.1.3 |Rd1 t Off-diag. of T regul. Operator - -1
41.3 |Rd1 v Off-diag. of VMR regul. Operator | - -1
4.1.3 |Rdl c Off-diag. of cont. regul. Operator - -1
41.3 |Rd1 o Off-diag. of offset regul. Operator | - -1
Matrix inversion
4.1.4 | Dtineig | Threshold oneigenvalues |2 [1.0d20 [1.0d0  |1.0d40
Convergence aiteria
4.1.5 |Rconvc(l) |Max diff between chi andchi_lin - 1.05 1.001 1.5
4.1.5 |Rconvc(2) |[Max variation d T K 0.1 0.01 2
4.1.5 |Rconvc(3) |Max variation d P - 0.005 |0.001 0.1
4.1.5 |Rconvc(4) |Max variation d VMR - 0.005 |0.001 0.1
Retrieval grid
4.1.6 |Lfit | Retrieval grid |- [AlL“T” | |
Layering d atmosphere
41.7 |Rtl Max T variation below rzt12 K 5 1 15
4.1.7 |Rt2 Max T variation abowve rzt12 K 15 1 20
4.1.7 |Rztl2 Alt. at which T thres. are exchanged |[Km |56 0 120
4.1.7 |Rhwvar Max relative HW variation - 1.2 1.001 2
FOV convolution
4.1.8 |Rtropopause | Tropopause dtitude Km |14 5 50
4.1.9 |Rint Max t.a. dist between simul tropop
4.1.9 |Rintup Max t.a. dist betw simul abv tropop
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..... continued
Sed. | Par.name Description Units|Ref. val.| Min. va. [Max. vd.
Altitude range of the measurements used for the inversion
4.1.10[? | Measurement altitude range | Tuned whil e buil ding MW/OM data
Algorithm used to buld initial guess/ assumed profiles (L2 pre-processor function)

4.1.11]? | Error of a-priori profil es | % | 100 | 10 | 1000
Tod for building the VCM of LOSengineeing dda

4.1.12| Sig04s Short term stabili ty of pointing km | 0.115

4.1.12| TO4s Timeinterval for short term stability | s 4.0

4.1.12|Sig75s Long term stabili ty of pointing km 0.33

4.1.12|T75s Time interval for long term stabili ty S 75.0

4.1.12|Sig _tot Max absolute pointing error km 1.0

4.1.12| Sped Spedal o the interferometer cm/s 5.0

4.1.12|T ta Turn-aroundtime of the interferom. S 0.5




